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Earthquakes and explosions generate seismic waveforms that have different
characteristics. However, the challenge of confidently differentiating between
these two signatures is complex, and requires the integration of physical
and statistical techniques. This article reviews the methods for constructing
discrimination features from diverse physical observations. These discrimination
features are appropriate for many statistical classification frameworks. Under the
null hypothesis an event is an explosion, we discuss strategies for constructing
P-values which can be interpreted as standardized discrimination features. We
develop standardized discriminants for both teleseismic (simple propagation
path in the mantle) and regional (complicated propagation path in the crust)
events, following the trend toward characterizing increasingly smaller single-point
explosions.  2010 John Wiley & Sons, Inc. WIREs Comp Stat 2010 2 414–432 DOI: 10.1002/wics.105
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Between 1945 and 1996, the United States (USA),
the Union of Soviet Socialist Republics (USSR), the

United Kingdom (UK), France, and China executed
a total of 2398 nuclear weapon explosions (see
Ref 1), including the Little Boy and Fat Man bombs
used by the USA in World War II to force Japan
to surrender. The US test Baker was detonated in
1946 near the Bikini atoll 27.5 m in the ocean and
was observed at seismic stations around the globe.
This and other subsequent tests provided scientific
evidence that underground nuclear explosions could
be detected and potentially characterized with global
seismic stations. In the context of nuclear weapon test
monitoring, one of the most seismically significant
series of tests was executed in 1956 by the UK at
the temporary Maralinga test site in Australia. The
1956 Maralinga experiments were by design dual
use. In addition to nuclear weapon development data
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provided by successful detonation, these experiments
provided significant scientific characterization of the
Western Australian crust, and amplified the call
for seismic research relevant to nuclear weapon
test monitoring. The 1957 US experiment Ranier
was the first fully underground nuclear explosion.
Ranier was detected by about 50 seismic stations
around the globe; however, it was confused with
earthquakes at some stations.2 Discussions on a
comprehensive ban of nuclear weapon testing, with
participation from the US, UK, USSR, France,
Canada, Czechoslovakia, Romania, and Poland,
occurred over the summer of 1958 in Geneva.
These discussions, fundamentally about eliminating
the development of nuclear arsenals through a
ban on test explosions, were also motivated by
concerns of radioactive fallout because most nuclear
explosion tests up to that time were aboveground.
A key finding from these discussions was the need
for a global network of state-of-the-art seismic
stations (specifically arrays) and associated scientific
research leading to the operational capability to
monitor underground nuclear explosions (see Refs 2
and 3). The 1958 Geneva conference also offered
a cautiously optimistic conclusion that techniques
to identify seismic events could be developed. In
1961, US deployment of stations comprising the
WorldWide Standardized Seismographic Network
(WWSSN) began, and by 1966 112 stations were
reported operational. This deployment was one
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component of the US Advanced Research Projects
Agency (ARPA) project code named Vela. Project
Vela had three main sub-projects; code name Uniform
for research and development (R&D) to monitor
underground explosions, code name Sierra for R&D
to monitor aboveground explosions and code name
Hotel for R&D to develop satellite detection systems
(see Ref 4 for a contemporary review of project
Vela Uniform). Vela was funded to enable the
verification of the Partial Test Ban Treaty prohibiting
underwater, atmospheric, and outer space nuclear
explosion testing. In addition, Vela provided advanced
R&D to enable subsequent treaties. A wealth of
scientific discoveries on the structure of the earth
resulted from WWSSN seismic observations (see Ref 5
for one of many contemporary studies made possible
by the WWSSN). Deployment of the WWSSN was a
significant first step in real-time seismic monitoring
for underground nuclear explosions. The WWSSN
offered a wealth of seismic data requiring the
development of significant computational efficiencies
to estimate the frequency and phase characteristics
of seismic waveforms—contemporaneously the fast
Fourier transform (FFT) algorithm was developed
by Cooley and Tukey.6 The science of seismology
made transformational advances from 1960 through
1980 as a result of seismic monitoring for nuclear
explosions, and monitoring research continues to
enable significant scientific discovery.

Seismic monitoring for underground explosions
answers three questions: Where is the seismic event
located? What is the source type (explosion or
natural) of the event? How large is the event? Under
the Threshold Test Ban Treaty (TTBT), strong seismic
waves with a propagation path largely in the mantle
(teleseismic waves) were analyzed to answer these
questions. Source type identification (discrimination)
in seismology is unique in that it focuses on the
construction of seismic identification features from
seismic waveforms and other multi-technology
signatures. Most if not all statistical classification
research begins with the assumption ‘suppose we have
classification features in hand’. In contrast, in seismic
identification research, significant effort is directed
toward the intelligent construction of the identifi-
cation features, and how to couple to the features
most of the associated and relevant sources of error.
These seismic identification features (discriminants)
are dynamically adaptable to the number of stations
observing an event, the configuration (e.g., geometry)
of the observing stations, and the strength of signal
at each station. Conceptually, the features are scien-
tifically and statistically constructed to be evidence
quality in the sense of the Daubert Standard before

they are ever combined with a statistical classification
method. The Daubert Standard [Daubert v. Merrell
Dow Pharmaceuticals, 509 U.S. 579 (1993); General
Electric Co. v. Joiner, 522 U.S. 136 (1997); Kumho
Tire Co. v. Carmichael, 526 U.S. 137 (1999)] is a
collection of United States Supreme Court rulings
that in part establishes the requirements for the
introduction of scientific analysis as legal evidence in
court proceedings. These standards are also applicable
and relevant to treaty verification. In summary the
Daubert Standard includes five key criteria;

• Has the scientific theory/method been empirically
validated?

• Has the scientific theory/method been subjected
to anonymous peer review through publication?

• What are the known and potential sources of
error when applying the scientific theory/method?

• Are procedures in place to ensure quality
and consistency when applying the scientific
theory/method?

• Can the scientific theory/method and associated
application results be explained with clarity and
simplicity?

This article presents the construction of teleseis-
mic and regional (seismic waves with crustal paths)
discriminants and two additional multi-technology
discriminants derived from infrasonic wave mea-
surements. Coupled with researched sources-of-error
models for each discriminant, a general strategy
for the construction of diverse multi-technology
discriminants has been developed in Refs 7 and 8.
This article reviews these developments, including
some new extensions, and demonstrates each with
open data. The individual discriminants are illus-
trated with seismic event data acquired from the
International Seismological Centre (ISC), the AWE
Blacknest Seismological Centre (BSC), Lawrence
Livermore National Laboratory (LLNL), and Los
Alamos National Laboratory (LANL). These data are
available upon request.

For each discriminant a probability model
is formulated under a general null hypothesis of
H0 : Explosion Characteristics. The veracity of the
hypothesized model for each discriminant is measured
with a calculation that is exactly, or analogous, to a
P-value. The hypothesis test formulation ensures that
seismic phenomenology is tied to the interpretation
of the P-value. Most important, the hypothesis test
formulation ensures that the physical basis of a
discriminant is properly integrated into a probability
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model that describes the most relevant source of
error corrupting the physical basis measurement.
Discriminant P-values can also be viewed as standard-
ized discriminants, and can be combined to a unified
source type identification with a number of statistical
classification methods. Making the null hypothesis
H0 : Explosion Characteristics is also important in
the context of treaty verification because seismic
events are assumed to be single-point explosions and
then inferential evidence, as presented in this paper,
is used to reject this hypothesis, if possible.

The teleseismic (seismic waves that travel
through the mantle) events acquired from the ISC and
BSC included nuclear explosions from the Nevada
Test Site (NTS) and the former Soviet Union, global
earthquakes, and mining explosions from 1964 to
2000. Necessary signal processing was completed
by Rocky Mountain Geophysics (RMG). Seismic
measurements from combinations of stations given
in Table 1 were used in our analysis to demonstrate
teleseismic discriminants. LLNL and LANL regional
(crustal seismic waves) seismic data included western
US earthquakes and Nevada Test Site nuclear explo-
sions. Events were observed with combinations of
four seismic stations: Kanab, Utah (KNB, Lat: 37.02,
Lon: −112.82); Elko, Nevada (ELK, Lat: 40.75, Lon:
−115.24), Landers, California (LAC Lat: 34.39, Lon:
−116.41) and Columbia College, California (CMB
Lat: 38.03, Lon: −120.39). Regional infrasound data
included western US earthquakes and Nevada Test
Site nuclear explosions observed by the St. George,
Utah (SG, Lat: 37.10, Lon: −113.58) infrasound
station. Source type definitions for these data are
deep earthquake (DEQ) for a reported depth greater
than 50 km, shallow earthquake (SEQ) for a reported
depth less than or equal to 50 km, single-point fully
contained explosions (EX) and ripple-fire mining
explosions (MEX). The number of observed discrim-
inants varies from event to event in those data, and
this is typical in seismic event identification analysis.
The EX population included underground nuclear
weapon tests and some single-point fully contained
chemical explosions. Acquired data are summarized
by waveform path and source type in Table 2.
Figures 1 and 2 show the event and station locations.

TELESEISMIC DISCRIMINANTS
Teleseismic discrimination between underground
nuclear explosions and naturally occurring earth-
quakes has been summarized in a number of
publications9,10 and revisited in Ref 11. The choice
of teleseismic discriminants was in part dictated by
the seismic data available. The predominant seismic

TABLE 1 Teleseismic Arrays and Locations

Station Latitude Longitude Description

CLL 51.31 13.00 Collm, Germany

EKA 55.33 −3.16 Eskdalemuir Array, Scotland

GBA 13.60 77.44 Gauribidanur Array, India

HFS 60.13 13.70 Hagfors Array, Sweden

INK 68.31 −133.52 Inuvik, Northwest
Territories, Canada

KHC 49.13 13.58 Kasperske Hory, Czech
Republic

KIR 67.84 20.42 Kiruna, Sweden

LOR 47.27 3.86 Lormes, France

MBC 76.24 −119.36 Mould Bay, Northwest
Territories, Canada

NDI 28.68 77.22 New Delhi, India

NUR 60.51 24.65 Nurmijarvi, Finland

SSF 47.06 3.51 Saint Saulge, France

UME 63.82 20.24 Umea, Sweden

UPP 59.86 17.63 Uppsala Sweden

WRA −19.94 134.34 Warramunga Array,
Australia

YKA 62.49 −114.61 Yellowknife Array, Canada

Arrays EKA, GBA, WRA and YKA comprise the United Kingdom seismic
system.

TABLE 2 Source Type Summary by Waveform Path

Waveform Path EX SEQ DEQ MEX

Teleseismic 395 452 144 30

Regional/Infrasound 163 73 NA 0

systems were, by current standards, relatively narrow
band sensors with limited dynamic range recording
systems. The typical pairing of long-period sensors
(centered at about 20 s period) and short period sen-
sors (centered at about 1 s period) was well designed
to minimize the effect of the ambient microseismic
noise centered at about a 6-s period.

A seismic event couples energy into the earth,
and this energy is partitioned into waveform phases
(segments). The path and distance between event
and stations are different and if the phase energy
measurements from each station could be reasonably
corrected for these effects, the measurements would
be quite similar, with differences fundamentally due
to near-source and near-station effects. Magnitudes
are empirical measurements of phase energy in
logarithmic units that include corrections for these
effects. Significant research on correction models
includes Refs 12–14. Station magnitudes are modeled
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FIGURE 1 | Teleseismic event and station locations.
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as Gaussian and are combined (e.g., averaging) to
estimate an event network magnitude. For each
station in a network, common magnitudes used for
event identification are the body-wave magnitude
(mb) and surface-wave magnitude (MS) computed

from windows in the primary (P) and Rayleigh
(R) waveform segments, respectively (see Figure 3).
Regional distance (approximately 300–2000 km)
discrimination makes use of P and secondary (S)
waveform segments.
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FIGURE 3 | P, S, and
Rayleigh (R) phases for a
seismic waveform, both as raw
data (top) and filtered (bottom)
at 25 s. Information about the
event, and about MS

measurement can be found in
Ref 15.
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The typical magnitudes from earthquake seis-
mology were calibrated for mb using the short period
sensor and MS using the long period sensor. The rela-
tively young science of seismology had grown using the
observables from these paired sensors. Event magni-
tude, the first motion of the vertical component, loca-
tion based on observed arrival times, and depth phases
indicating event depth were all classical seismological
tools built to study earthquakes. The differences in
observations for underground nuclear explosions lead
to the development of teleseismic event discrimina-
tion. Clearly documented depth phases implied event
depths far too deep to have been nuclear explosions.
First motions that showed a clear radiation pattern
of up and down first motions were inconsistent with
the pure explosion source. The comparison of mb
and MS magnitudes showed difference between natu-
rally occurring earthquakes and underground nuclear
explosions. Teleseismic event discrimination survives
today, now using modern broad band seismic sen-
sors and high dynamic range digital telemetry and
recording systems. The data can be digitally filtered
to emulate the earlier measurements, and consistent
results can be generated. Skilled analysts now use dig-
ital computers and algorithms to take measurements
using computer displays, but the measurements are
still fundamentally the same as those by early ana-
lysts for analog recordings on paper or photographic
recordings. The success of teleseismic discrimination
is limited only by the signal-to-noise ratio for small

seismic events and the global distribution of seismic
stations. The success of teleseismic discrimination is
a tribute to the early researchers in the field who
developed sophisticated yet simple discriminants.

Depth from Hypocenter Estimation
The physical basis for event depth as a discriminant
is simple—single-point underground explosions can
only be detonated at a depth of less than drilling
capability. In contrast, natural seismicity can extend
to many hundreds of kilometers depth. From a math-
ematical statistics perspective hypocenter (epicenter
and depth) estimation is nonlinear regression (see
Ref 16). A set of well-associated seismograms (seismo-
grams generated by the same seismic event) gives a set
of P-phase arrival times (teleseismic and/or regional)
for an event. Let t0 denote the origin time of the seismic
disturbance and let ti denote the arrival time of the
P-wave at seismometer i. Let S0 = (x0, y0, z0)′ (epicen-
ter and depth) be the location of the seismic event and
Si be the location of seismometer i. Estimates of the
unknown quantities t0 and S0 are desired. Theoreti-
cal travel time T

(
Si, S0

)
as a function of the distance

between a seismic disturbance S0 and a seismometer
Si has been tabulated for use in all aspects of seismic
monitoring. With this travel-time function

(ti − t0) = T
(
Si, S0

) + ε, (1)
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where the error terms ε, in general, are multivariate
Gaussian.

The hypotheses are H0 : z0 ≤ z′
0 and HA: z0 > z′

0.
Define the nonlinear least squares function

SSE(S0, t0) =
n∑

i=1

(
ti − t0 − T(Si, S0)

)2
. (2)

Allowing all parameters S0 and t0 to float freely
when minimizing SSE(S0, t0) gives the minimum value
SSE(Ŝ0, t̂0). If depth is constrained to be z0 = z′

0,
then the minimum sum of squared residuals is
SSE(Ŝ0, t̂0 | z0 = z′

0). Under H0, the statistic

F1,n−4 = SSE(Ŝ0, t̂0 | z0 = z′
0) − SSE(Ŝ0, t̂0)

SSE(Ŝ0, t̂0)/(n − 4)
(3)

has an approximate central F-distribution with
1, n − 4 degrees of freedom, and

Tn−4 = sign(ẑ0 − z′
0)

√
F1,n−4 (4)

has an approximate central Student’s T-distribution
with n − 4 degrees of freedom, which provides a
P-value.

H0 : z0 ≤ 50 P-values are shown in Figure 4.
The interpretation of the depth P-value as evidence in
support of H0 : z0 ≤ 50 leads to no missed explosions.
Treating the P-value as a standardized discriminant,
and choosing a classification decision line of approx-
imately 0.2 also leads to no missed explosions with a
significant reduction events of concern.

Body- versus Surface-wave Magnitudes
The mb versus MS discriminant is based on empirical
observations that shallow earthquakes generally
have a higher MS than a single-point fully contained
explosion with the same mb. The mb versus MS
discriminant is quite mature (see Refs 17–20). The
competing hypotheses are H0 : µmb

− µMS
≥ �0 and

HA: µmb
− µMS

< �0. The discriminant is formed
from the difference of network averaged surface- and
body-wave magnitudes m̃b and M̃S. Subtracting the
historical average of this difference, when the seismic
source is an explosion, and then dividing by the
standard error gives a standardized difference. The
common variance (σ 2) for mb and MS in the standard
error is calculated from historical data and is assumed
known. Specifically, a common formulation is

Z = (m̃b − M̃S) − �0

σ
√

1/nm̃b
+ 1/nM̃S

. (5)

However, other established formulations use
(m̃b − cM̃S) as the numerator with c derived from
calibration data.

The standard error in Eq. (5) is inconsistent
with physical basis in that an event observed by a
large number of stations will have an unrealistically
small standard error. Conceptually this implies that
the path and distance corrections for the magnitudes
mb and MS are accurately known and applied, and
these magnitudes are corrupted only by incoherent
(uncorrelated) station noise. However, physical path
and distance corrections are specific to an event and
realistically can only be approximately modeled. If
correction model inadequacy (e.g., variations in atten-
uation) is treated as random then with historical event

FIGURE 4 | P-values for the hypothesis H0 : event
depth ≤ 50 km. The abscissa is the established seismic
catalog event depth. Single-point fully contained
explosions are shown in red, shallow earthquakes are
yellow, deep earthquakes are green, and mining
explosions are gray.
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data the variance components for correction model
error and station noise can be estimated. The concep-
tual formulation of the random effects model for a
magnitude is

Y = Magnitude = µ(source − type) + Event + Noise
(6)

where Event is a random effect that varies from
event to event and represents model inadequacy
in physical path and distance corrections. Noise
represents measurement and station noise. The value
�0 in Eq. (5) is calculated from calibrated values of
µ(source − type) for the magnitudes mb and MS.

Define the random variable Yijk to be a
magnitude for source-type i = 0, 1 (SEQ, EX), event
j and station k (observed data are denoted yijk). The
linear model representation of Eq. (6) is then

Yijk = µi + Ej + ε(ij)k; j = 1, 2, . . . mi, k = 1, 2, . . . , nij.

(7)

Equation (7) reads Yijk equals a constant
source-type mean µi plus a random event adjustment
Ej (model inadequacy) plus a station noise adjustment
ε(ij)k. The Ej are iid normal random variables with zero
mean and variance τ2. The ε(ij)k are iid normal random
variables with zero mean and variance σ 2. Ej and ε(ij)k
are independent across all subscripts. This assumption
is consistent with near-source and path effects being
uncorrelated with station noise. The intra-class
correlation (τ2/(τ2 + σ 2)) has an important interpre-
tation. It implies that large adjustment Ej increases
correlation between stations because a significant part
of this random effect comes from near-source effects
applied to all stations observing an event. Small
adjustment Ej implies the correction model is good
and is conceptually equivalent to error structure from
stations with incoherent noise. Small adjustment Ej

implies τ2 is small and the standard error of Ȳij is
reduced further through station averaging.

From the model Eq. (7), the standard error of
the mb versus MS discriminant is

SEm̃b−M̃S
=

√√√√
τ 2

mb
+

σ 2
mb

nmb

+ τ2
MS

+
σ 2

MS

nMS

(8)

for both earthquakes and explosions and the test
statistic is

Z = (m̃b − M̃S) − �0√
τ2

mb
+ σ2

mb
nmb

+ τ2
MS

+ σ2
MS

nMS

, (9)

providing a P-value for the hypothesis test H0 : m̃b −
M̃S ≥ �0. We note that this extended formulation of
the mb versus MS discriminant is analogous to the
formulation of regional amplitude discriminants in
Ref 8 and reviewed below.

In addition to observed discrimination proper-
ties, both mb and MS are biased proxy measurements
for the size of an event—seismic moment([=] New-
ton/meter) for earthquakes and yield ([=] kilotons
TNT) for explosions. The network magnitudes m̃b
and M̃S are biased measurements for event size with
increased precision. For earthquakes, we propose that
this bias is significantly due to inadequate correc-
tion for event depth, the radiation pattern of the
earthquake (fault orientation) and near-source earth
structure, which in the aggregate we model as the
random correction model error Ej. For explosions,
this bias is significantly due to inadequate correction
for event depth, the radiation pattern from tectonic
release caused by the explosion and near-source earth
structure, also modeled in the aggregate as random
correction model error Ej.

Applying (apparent performance) the discrim-
inant formulation Eq. (9) to the ISC/BSC teleseismic
data gave �0 = 1.35, τ 2

mb
= 0.24, τ2

MS
= 0.56,

σ 2
mb

= 0.15 and σ 2
MS

= 0.14. P-values are shown in
Figure 5. Deep earthquakes (DEQ) can attenuate the
waves that generate the magnitude MS and so DEQ
events can appear to be single-point explosions. In
this case, resolution requires the depth discriminant
developed above to eliminate the deeper earthquakes.
The combination of the depth and mb versus MS

discriminants is shown in Figure 6. Note that an
interpretation of the mb versus MS P-value as evidence
in support of H0 : m̃b − M̃S ≥ 1.35 leads to no missed
explosions. Treating the P-value as a standardized
discriminant, and choosing a decision line of approx-
imately 0.2 also leads to no missed explosions with a
significant reduction in false-alarms.

Observed Depth Phases
A depth estimate can be obtained from the difference
in arrival times of the compressional P and pP phases.
A schematic example is illustrated in Figure 7. The
P-wave travels directly from a seismic disturbance to
a seismometer. In contrast, the pP-wave is a reflected
P-wave traveling from the seismic disturbance to the
earth’s surface before being reflected to the same seis-
mometer. The time difference between the arrival of
P- and pP-phases, δtpP = tpP − tP, is a function of the
depth of the seismic source and the epicentral distance
from the source to the seismometer. The relationship
between the depth of the seismic focus, epicentral
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FIGURE 5 | P-values for H0 :
µmb

− µMS
≥ 1.35. The abscissa is the average

epicentral distance (degrees) between event and
seismic stations. Single-point fully contained
explosions are shown in red, shallow earthquakes
are yellow, and deep earthquakes are green.
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FIGURE 6 | Bivariate plot of mb versus MS

(mb/Ms) and depth P-values. Single-point fully
contained explosions are shown in red, shallow
earthquakes are yellow, and deep earthquakes are
green.
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are shown as ray paths.

distance, and δtpP is given in the International Asso-
ciation of Seismology and the Physics of the Earth’s
Interior (IASPEI) tables.21,22. δtpP is predominantly
dependent on the depth of a seismic event when the
focus is less than approximately 100 km deep. Given

δtpP from even a single seismometer and an epicenter
estimate, a depth estimate can be obtained. However,
any such estimate must be taken with caution since
identification of reflected waves generally requires the
presence of candidate pP-waves at several stations to
establish that the waves are, in fact, reflected waves. A
key feature that one looks for in this situation is how
well the candidate waves fit the stepout for pP. Gen-
erally, stepout is the change in the time differences,
δtpP, as a function of epicentral distance. Observed
high-quality station pP phase arrivals from a deep
event will have a predictable relationship between δtpP

and distance. Plots of δtpP versus epicentral distance
� between station and event are shown in Figure 8.

Transforming with logarithms improves linear-
ity (Figure 8 right), especially for deep events. For
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FIGURE 8 | IASPEI travel time curves for pP − P are shown in raw form (left) and in the log domain (right) for a series of different event depths.
Superimposed on the curves are data for 10- and 50-km-deep events.

teleseismic data (greater than 20◦ epicentral distance),
the curves are quite linear. It should be noted that
pP phases are very difficult to identify at regional
distances (less than 20◦ epicentral distance) because
the pP onset times are mixed with crustal seismic
waves. Thus pP is primarily used as a discriminant
for stations between 20 and 100◦ epicentral distance.
Shown on the plots of Figure 8 are data from two
well-behaved events, 10- and 50-km deep. When the
data are fit with a linear regression model, both the
slope and intercept increase with event depth. For the
shallower depths, the slopes are quite small. The error
associated with slope is much larger than the error
associated with intercept. It is quite obvious that a
pP discriminant should take into account the number
of pP phases as well as an indication of strength of
evidence that the phases are truly pP. This can be
accomplished with regression analysis (see Ref 23) to
obtain the slope, intercept and errors for stepout ver-
sus �t. The regression analysis should include outlier
removal to adjust to poor phase arrival picks.

For station i, the simple linear regression (SLR)
model for δtpPi and �i is

ln
(
δtpPi

) = β0 + β1 ln
(
�i/�̃

)
+ εi (10)

where �̃ is the geometric average of the epicentral
distances between stations i = 1, 2, . . . , n, and event
and εi are independent and identical normal random
variables with mean zero and constant variance σ 2.
The SLR estimates of β0 and β1 are statistically
independent with this formulation. β0 = log

(
δtpPi

)
at the distance �i = �̃ and so β0 has a direct

relationship to event depth z0 at this distance—if β0
is relatively large then significant depth is indicated.

The composite null hypothesis is H0 : β0 ≤ b0
and β1 ≤ b1. The b0 and b1 values are determined
from minimum depth natural events with clearly
observable stepout and P-wave surface reflections.
The test statistics are

Tβ j,n−2 = β̂ j − bj

SEβ̂j

j = 0, 1 (11)

where SEβ̂ j
is the standard error of the regression

estimate β̂ j. Tβ j,n−2 follows a Student’s T-distribution
with n − 2 degrees of freedom providing P-values
for both tests. b0 speaks to depth and b1 speaks to
strong stepout. If H0 : β0 ≤ b0 and β1 ≤ b1 is true
then pβ0 and pβ1 are independent uniform random
variables and χ2 = −2 ln(pβ0) − 2 ln(pβ1) is a chi-
squared random variable with 4 degrees of freedom
providing a P-value for the composite null hypothesis.

An alternate formulation can be based on
order statistics (OS)—it requires that statistics theory
adapts to physical basis. The OS formulation of the
discriminant is a compound probability distribution
of two measurements—the number of observed depth
phases (number of observed pP) from an event, and a
measurement of stepout. The formulation that follows
closely resembles an expert rule-based formulation.
The physical basis of the two measurements, the
number of observed depth phases and stepout, are
integrated into a H0 probability model. The P-value
is then calculated as a measurement of agreement
with this probability model. In combination, the two
measurements can indicate high confidence in the
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FIGURE 9 | Order statistic pP discriminant P-value as a function of
R = r stepout in seconds for n = 2 observed pP.

observation of depth phases. The null hypothesis
is conceptual—H0 : No observed pP. As with the
SLR formulation, inconsistency with H0 is indicated
when the number of observed pP is large or
observed stepout is large. As will be demonstrated,
the OS formulation will give a small P-value when
good-quality depth phases are seen; however, solid
inconsistency with H0 additionally requires observed
stepout. For example, the formulation provides solid
inconsistency with H0 with only two observed pP and
strong stepout. In contrast, many observed pP with
weak stepout indicates only marginal inconsistency
with H0. This is illustrated in Figure 9 for n = 2
observed pP.

The joint probability model of stepout and
number of observed pP phases is developed as the
product of two component probabilities Pr(N = i) ×
Pr(R ≤ r|N = i), where

• N is the number of observed pP and

• R equals the difference between δtpP from the
farthest station and δtpP from the closest station.

Note that the calculation of R is, for all practical pur-
poses, equal to Max(δtpP) − Min(δtpP) and is assumed
to be so in the following development. For very shal-
low events, or poorly associated events, R can be neg-
ative—in these cases it is set equal to zero. Under H0
the number of observed pP will be zero or extremely
small (from spurious picks). A probability model often
used for rare events is the Poisson distribution

Pr(N = i) = ηi e−η

i!
; i = 1, 2, . . . . (12)

Here η is conceptually the expected number of
spurious pP picks from a large number of event
waveforms. Under H0 the distribution of the δtpP from
an event are modeled with the cumulative distribution
function (CDF) 	(·) and probability density function

(PDF) φ(·). With the assumption that R is equivalent
to Max(δtpP) − Min(δtpP), its probability model can
be derived as a function of the smallest and largest
order statistics, Max(δtpP) and Min(δtpP).

Pr(R ≤ r|N = i) = i
∫ ∞

−∞
(	(ν − r) − 	(ν))i−1φ(ν)dν

r ≥ 0; i = 1, 2, . . . .

(13)

A test of the conceptual hypothesis H0 : No
observed pP is essentially inference by contradiction—
H0 is assumed true until it is proved false. With this
reasoning, Pr(R ≤ r|N = 0) = 1 because no observed
pP is consistent with H0. Strong inconsistency with
H0 requires a measure of stepout. With the same
reasoning, if only one pP is observed, then again
Pr(R ≤ r|N = 1) = 1. For n observed pP picks and an
observed stepout of r, the P-value is then calculated as

P-value = 1 − Pr(N ≤ n, R ≤ r)

= 1 −
∑n

i=1
Pr(N = i) × Pr(R ≤ r|N = i),

(14)

where Pr(R ≤ r|N = i) = 1, i = 0, 1, and Pr(R ≤ r|
N = i) = 0, r ≤ 0. The P-value calculation is
illustrated graphically in Figure 10.

To apply the two pP discriminant formulations
to the ISC/BSC data, model the stepout CDF (	(·))

Number of observed pP

Stepout

P-value 
region

FIGURE 10 | P-value calculation for the order statistic formulation
of the pP discriminant. The joint probability model for stepout and
number of observed pP is integrated over the dark gray region and
subtracted from one, giving the P-value.
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FIGURE 11 | P-values for the order statistics
and regression formulation of the pP discriminant
are top and bottom respectively. The abscissa is
the average epicentral distance (degrees) between
event and seismic stations. Shallow earthquakes
are yellow, and deep earthquakes are green.

and PDF (φ(·)) in Eq. (13) as normally distributed with
mean 1 and standard deviation 0.5. These values are
reasonably consistent with the travel time table of δtpP

for depths less than 35 km. The Poisson parameter
is modeled with η = 1. Also consistent with depths
less than 35 km, the null hypothesis for the regression
formulation is H0 : β0 ≤ 1 and β1 ≤ 0. Because
these discriminant formulations are only calculated
when an analyst asserts observed pP arrivals, they
are both essentially deep event rejectors. Figure 11
demonstrates that both discriminants corroborate the
ISC/BSC analyst pP picks. The regression formulation
exhibits consistently stronger evidence to reject the
null hypothesis because of the regression intercept
and it’s direct relationship to event depth. However
the advantage of the order statistics formulation is
that it enables a P-value calculation with only n = 2
observed pP.

First Motion
Excluding pathological cases, a seismogram from
an underground explosion exhibits the initial earth
movement as upward or positive, regardless of the
location of the seismometer. In contrast, an earth-
quake is caused by relative movements of adjacent
blocks of the earth due to tectonic forces. As a
discriminant, if the first motion of a seismic signal
in a waveform is negative at some stations, then the
seismic disturbance is unlikely to be an explosion.
If the first motion is positive at all stations, then the
seismic event might be the result of an explosion. The
ambiguity under unanimous positive first motion is
potentially caused by an inadequate distribution of
seismic stations (e.g., no earthquake P-waves with
negative first-motion polarity travel to areas with
seismic network coverage) or poor signal-to-noise
ratio (inability to observe the P-wave signal because
it is too small compared to background noise).
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With good signal-to-noise at each station the
polarity of first arrival is usually correctly identified;
however, it can be mistaken. Uncertainty in iden-
tifying first arrival polarity motivates a statistical
construction of the discriminant. The null hypothesis
is conceptual—H0 : The source mechanism is a
single-point fully contained explosion. Under H0,
the probability of positive first motion at a station is
composed of two component probabilities: the prob-
ability of positive first motion from the source, and
the probability that first motion polarity is correctly
determined given positive first motion from the source.

The first component equals one under H0.
There may be pathological cases where this is not
true; however, they are assumed negligible for this
development. The second component probability is
governed by many factors including signal-to-noise
and analyst training and experience, all influencing an
accurate first arrival pick. For this development, with
good signal-to-noise at all stations, this probability
is modeled as a constant. This reasoning is succinctly
summarized as

Pr(+ first motion observed at a station)

= Pr(+ first motion from source)

× Pr(first motion polarity correctly identified |
+ first motion from source) = 1 × θ. (15)

From this formulation, there may or may not
be a positive first motion at each station—a binary
random variable with Pr(+ first motion observed at a
station) = θ . Assume that stations are probabilisti-
cally independent. Therefore, for M stations forming
an event, the number of stations (N = n) under
H0 that have positive first motion has a binomial
distribution with parameters M and θ . For observed
N = n, the P-value is simply the binomial cumulative
distribution function

P-value =
∑n

i=0

(
M
i

)
θ i(1 − θ )M−i n = 0, 1, 2, . . . , N. (16)

The parameter Pr(+ first motion observed at a
station) = θ will be nearly one under H0. However,
this discriminant should be excluded from an identi-
fication analysis if first motion is identified positive at
all stations—the polarity of first motion discriminant
is fundamentally an explosion rejector. Events with
good signal-to-noise and a sufficient number of sta-
tions with negative first motion confidently reject H0.

Under the null hypothesis H0, model θ =
Pr(+ first motion observed at a station) equal to 0.95.
For this parameter value, example plots of the P-value
versus N = n are given in Figure 12 for M = {6, 7}.
In Figure 13, the interpretation of the first motion
P-value as evidence in support of H0 leads to an
unacceptable number of rejected explosions at the 5%
significance level. This is because the first motion

FIGURE 12 | Polarity of first motion discriminant P-value as
a function of the number of stations (N = n) that have positive
first motion for M = {6, 7}. 0
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FIGURE 14 | Bivariate plot of complexity and
depth P-values. The complexity P-values
(typicality indices) are for a multivariate test of the
hypothesis H0 : Station complexity discriminants
are from the single-point fully contained explosion
population. Explosions are shown in red, shallow
earthquakes are yellow, and deep earthquakes are
green. Arrays used in the analysis are EKA, GBA,
WRA and YKA listed in Table 1.

of stations observing these explosions was likely,
and erroneously, identified as negative. Treating the
P-value as a standardized discriminant, and choosing
a decision line of approximately 0.01 rejects only one
explosion however with increased false-alarms.

Waveform Complexity
Taylor and Anderson24 review the development of the
single-array teleseismic complexity discriminant and
demonstrate a multivariate discrimination with com-
plexity. Conceptually, shallow earthquakes have com-
plex P-wave signatures relative to single-point fully
contained explosions. This is mainly due to the fact
that earthquakes can generate complex signals from
the rupture process, including reflected depth phases
such as pP. Even though complexity measurements,
in current application, are specific to an array and
path, studies suggests that multi-array (multivariate)
complexity measures may be effective for teleseismic
event screening and regional discrimination.25,26 The
reasoning is that at certain azimuths and low signal-
to-noise ratio, only P or pP may be observed from
an earthquake, resulting in an apparent simple wave-
form. Multivariate complexity measures at different
azimuths will mitigate this effect with the inclusion
of stations having higher signal-to-noise ratio. Single-
point fully contained explosions are usually simple,
impulsive point sources. Analogous to the mb ver-
sus MS discriminant, seismic measures of complexity
cannot be used to positively identify an explosion
without some indication of depth. This is because of
attenuation of energy for deep earthquakes. Significant
studies on the physical mechanisms of simple and com-
plex waveforms include Refs 27–30. Also, simulations

indicate that multi-array (multivariate) complexity
measurements would reduce false alarm rates.30

In the study by Taylor and Anderson,24

complexity is defined as

βC = log
Ecoda

Esignal
, (17)

where Ecoda is the average energy (mean square) of
the coda in the 5 to 25 second window after the
P-wave arrival time, and Esignal is the average signal
energy in the 5 second window after the P-wave
arrival time. Standard array processing techniques are
used to derive Ecoda and Esignal.

Figure 14 shows multi-array complexity
P-values from a calibration analysis with arrays
EKA, GBA, WRA and YKA. These P-values are in
fact typicality indices proposed in Ref 31 for the
single-point fully contained explosion population.
An interpretation of the complexity P-value as
evidence in support of the explosion population leads
to no missed explosions. Treating the P-values as
standardized discriminants, and choosing a decision
line of approximately 0.1 also leads to no missed
explosions with no false-alarms. Note also that the
depth P-value dismisses the deep earthquake.

REGIONAL DISCRIMINANTS
Regional discrimination between underground
nuclear explosions and naturally occurring earth-
quakes is an evolving field which represents a
paradigm shift, driven by a desire to discriminate ever
smaller events. The amplitude of smaller events results
in weaker signals at teleseismic distances, frequently
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buried in the ambient noise. As well as concerns about
smaller events, driven by the treaty monitoring, tech-
nology for seismic sensors and recorders has improved
dramatically, allowing broad band sensors and wide
dynamic range digital recording coupled with digital
computer analysis tools. The push to regional
distances (approximately 300–2000 km) has enabled
the recording of much smaller seismic events, but has
come at a price of additional seismogram complexity.
The shorter propagation path means less amplitude
loss from geometrical spreading and attenuation,
with higher-frequency information preserved.

The regional distance propagation paths are
predominately through the crust and upper mantle of
the earth, the most heterogeneous portion of the earth.
Regional seismograms can exhibit wide variations in
the relative amplitudes of seismic arrivals based on
the particular propagation path, but common features
persist. Shear energy is generally weaker relative
to compressional energy for underground nuclear
explosions compared to earthquakes, as is also seen
at teleseismic distances for larger events (mb versus
MS). Difficulty arises because discrimination rules
developed for one region need to recalibrated or even
revised for another region with significantly different
geologic structure. Early work in regional seismic
discrimination is summarized in Refs 19 and 32, and
remains an active area of research.

Phase Amplitude Discriminants
Analogous to the path and distance corrections for
teleseismic magnitudes, Taylor et al.33–35 develop
the Magnitude and Distance Amplitude Correction
(MDAC) for regional phase amplitudes (e.g., Pn, Pg,

Sn, Lg). MDAC is a function of frequency and makes
regional amplitudes independent of distance, magni-
tude and station. As with magnitudes, regional ampli-
tudes are in logarithm units. The difference of regional
P (e.g., Pn or Pg) and S (e.g., Sn or Lg) wave ampli-
tudes at high frequencies can discriminate between
earthquakes and explosions (see Refs 36–38). The
sources-of-error model for regional phase amplitude
discriminants is developed in Ref 8. Specifically, for Pg

versus Lg, both constructed with a 6–8 Hz filter win-
dow, the competing hypotheses are H0 : µPg − µLg ≥
�0 and HA: µPg − µLg < �0. The sources-of-error
model formulation for regional phase amplitude dis-
criminants is that of Eq. (7), with Yijk the corrected
amplitude for source-type i = 0, 1 (earthquake, explo-
sion). Analogous to the mb versus MS discrimant,
Eq. (7) reads Yijk equals a constant source-type bias µi
plus a random MDAC model inadequacy adjustment
Ej plus a station noise adjustment ε(ij)k. The discrimi-
nant is formed from the difference of network (station
averaged) values of Pg versus Lg, P̃g and L̃g. Subtract-
ing the historical average of this difference, when the
seismic source is an explosion, and then dividing by
the standard error gives a standardized difference

ZP̄g−L̄g
= (P̄g − L̄g) − �0√

τ 2
Pg

+ σ 2
Pg

/nPg + τ2
Lg

+ σ 2
Lg

/nLg

. (18)

Applying the discriminant formulation Eq. (18)
to the LLNL/LANL regional data gave �0 = 0.43,
τ2

Pg
= 0.23, τ2

Lg
= 0.16, σ 2

Pg
= 0.04 and σ 2

Lg
= 0.02.

P-values are shown in Figure 15. Regional phases are
generated only by crustal events. Note that an inter-
pretation of the Pg versus Lg P-value as evidence in

FIGURE 15 | P-values for the regional phase
amplitude hypothesis H0 : µPg − µLg ≥ 0.43.
Single-point fully contained explosions are shown
in red, and shallow earthquakes are yellow.
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support of H0 : µPg − µLg ≥ 0.43 leads to no missed
explosions. Treating the P-value as a standardized
discriminant, and choosing a decision line of approx-
imately 0.05 also leads to no missed explosions.

INFRASOUND DISCRIMINANTS

From 1983 through September 1992 LANL operated
infrasound arrays as part of a US Department of
Energy program to detect the atmospheric acoustic
signals generated by the surface ground motion of
underground nuclear tests. The tests were performed
at the Nevada Test Site, and the two permanent
infrasound arrays at St. George, Utah (SG), and
Los Alamos, New Mexico, operated continuously
during this period. The physical process of the gener-
ation of infrasound from single-point fully contained
explosions is a simple in concept. The strong, upward-
directed, seismic wave from the explosion accelerates
the surface and generates a signal in the atmosphere.
With ground motion timescales of one to two seconds,
signal frequencies would be around one Hertz. These
low frequencies fall into the infrasonic (sub-audible)
part of the acoustic spectrum. As with wave propa-
gation in a variety of media, lower frequencies can
propagate to longer ranges, making detection of these
signals at regional distances possible.

The arrays used four low-frequency, high
sensitivity microphones in a planar two-dimensional
layout with inter-element spacings of 50–100 m,
appropriate for the frequencies of interest. The data
were digitized at 20 samples per second. Standard
array processing software was used to process the
data so that plane wave energy moving across the
array would register as high correlation features. From
the correlation analysis, the direction to the source
(bearing or back azimuth) and trace velocity across
the array are derived. For some events, temporary,
portable arrays, were fielded whose characteristics
were similar to the permanent arrays.

Because the arrays operated continuously,
signals from other geophysical and man-made
sources were recorded and analyzed as well. Three
specific signal groups included explosive tests by
the Department of Defense at White Sands Missile
Range, earthquakes (southwest US and Mexico), and
bolides (meteors). Earthquakes were of special interest
because of ongoing research on seismic discriminants
for earthquakes and fully contained single-point
explosions. Earthquakes generate complex ground
motion, and the vertical components can couple
to the atmosphere, similar to the ground motion
generated by fully contained single-point explosions.

Two preliminary infrasonic discriminants for
separating earthquakes from single-point explosions
include amplitude and duration. Peak surface accelera-
tions are larger for single-point explosions due in part
to differences in source physics: single-point explo-
sions radiate compressional energy in all directions,
whereas earthquake radiation is dependent upon
the specific fault configuration. In addition, earth-
quakes typically occur deeper within Earth’s crust
than single-point explosions, thus a greater percent-
age of the seismic energy is dissipated by attenuation
and geometrical spreading in the crust for compa-
rable magnitude events. Earthquake ground motions
last longer and encompass a larger area, resulting in
longer duration signals from earthquakes in compar-
ison to single-point explosions. Thus, signal duration
is essentially a measure of source complexity and
can be used to discriminate between relatively sim-
ple single-point explosion sources and more complex
earthquake sources. Mutschlecner et al.39 summarize
infrasonic measurements and analysis for a number of
earthquakes. Arrowsmith et al.40 show that duration
may be misleading in instances where ambient noise
at the infrasound sensor is high, or where the event
excites secondary sources of infrasound.

In contrast to the solid earth, the atmosphere
is dynamic with medium motions (winds) reaching a
significant fraction of the sound speed in the medium.
This means that winds and gradients must be included
in any wave propagation modeling. Energy from
infrasound sources can propagate to large distances
and in doing so can reach stratospheric and thermo-
spheric heights (about 50 and 100 km, respectively).
In an acoustic ray-tracing model, and for a source on
the ground, energy moving along rays can be totally
refracted at altitudes where the sound speed or sound
speed plus wind speed in the direction of propagation
exceeds the sound speed on the ground. In such cases
one speaks of ducted propagation, and the ducts can
be wind formed at stratospheric heights or due to
temperature in the thermosphere. The winds in the
stratosphere are seasonally dependent blowing to
the east in the winter and west in the winter (in the
northern hemisphere) and can affect the measured
amplitudes of infrasound signals. These wind effects
must be accounted for infrasonic amplitude for
measurements during the year calculations. In effect
one normalizes the amplitude to a zero stratospheric
wind—a wind corrected amplitude (WCA).41

Similar to seismic signal propagation, waveform
segments can be associated to different atmospheric
paths and refraction altitudes, stratospheric and
thermospheric phases. Stratospheric phases have
average travel velocities between 0.28 and 0.31 km/s,

428  2010 John Wi ley & Sons, Inc. Volume 2, Ju ly/August 2010



WIREs Computational Statistics Seismic event identification

FIGURE 16 | Infrasound discriminant P-values for
the conceptual null hypothesis H0 : Single-point fully
contained explosions. Explosions are shown in red, and
shallow earthquakes are yellow.
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and thermospheric phases are between 0.20 and 0.26
km/s. In addition, it is possible for tropospheric ducts
to form due to wind or temperature structures and
these phases would have average travel velocities
larger than stratospheric values.

Events observed by the infrasound array SG
are used to demonstrate the infrasound discrimi-
nants. In addition to the physical wind correction,
a correction is necessary to remove confounding
between source-type and event magnitude effects thus
isolating source-type information. This correction is
formulated as an analysis of covariance (ANCOVA)
of log amplitude (or log duration) versus magnitude
across source-types. ANCOVA source-type slopes
are assumed equal and this model property has been
validated with the St. George SG data. The usual
ANCOVA assumptions have also been validated.
Calibration data are used to develop the ANCOVA
model. Residuals from the explosion component of the
calibrated ANCOVA model can be used to develop a
null hypothesis probability model, and the earthquake

residuals give the alternate hypothesis model. To
identify an event, the calibrated explosion model is
evaluated at the event magnitude, giving a prediction
for the wind corrected discriminant and the residual.
The residual is then used to calculate the P-value under
the null hypothesis. Figure 16 shows P-values from the
calibration analysis of the infrasound discriminants.

CONCLUSION
For a new seismic event, the process of characteri-
zation begins by constructing discriminants based on
event-station distance. Historically, event discrimina-
tion has focused on teleseismic data, dictated by the
size of the observed events, distribution of global
stations, and simple paths traversed between events
and stations. As global seismic station coverage has
increased and the need to identify smaller events has
grown in importance, regional observations become
increasingly more important. For events that meet
sufficient teleseismic signal-to-noise constraints at a
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number of global stations, discriminants such as depth
from hypocenter estimation, mb-MS, depth phases,
first motion, and waveform complexity comprise
separate tests that can be applied for event identi-
fication. Depth from hypocenter estimation assumes
that single-point explosions can only occur at shallow
depths which cannot exceed a certain threshold within
drilling capability, while earthquakes can extend to
many hundreds of kilometers depth. The mb-MS dis-
criminant is based on the observation that single-point
explosions have a lower MS value than a shallow
earthquake with a similar mb; this discriminant can
be complicated by the fact that deep earthquakes
attenuate MS and can appear explosion-like necessi-
tating its use in tandem with a depth discriminant.
The depth phase discriminant utilizes seismic depth
phase arrivals seen in the waveforms to formulate a
null hypothesis in two ways (composite simple linear
regression and an order statistics based model). First
motions are used to classify the initial earth move-
ment of an event; regardless of the location of the
seismometer, first motions for explosions should be
upward (positive), while earthquakes will have a mix-
ture due to the nature of fault rupture. Waveform
complexity takes advantage of the observation that
shallow earthquakes are fundamentally more complex
with respect to P-waves as opposed to single-point
explosions, and associated P-values from complexity

measurements are extremely successful, leading to no
missed explosions and no false alarms.

With the modern drive toward regional discrim-
ination, phase amplitude and infrasound discrimi-
nation provide multisensor signatures for enhanced
discrimination. The phase amplitude discriminant is
formulated in a similar way to mb-MS, although con-
sideration for complex propagation paths must be
accounted for at regional distances prior to forming
discriminants. Infrasound data represent a unique and
useful method for detecting surface and near-surface
events. Initial results show good separation of event
classes, suggesting the utility of non-seismic mea-
surements for event identification. For the datasets
used in this article, we have demonstrated the high
degree of success in separation of earthquake and
explosion populations. For any given discriminant,
the success rate performance is not perfect, motivating
the need to combine discriminants. Future research
should fundamentally focus on the construction of
the discriminants rather than technologies to combine
discriminants, as there are many mature technolo-
gies for multivariate discrimination (see Ref 42). For
discriminant research the fundamental challenge is
the mathematical combination of physical basis with
probability models to describe sources of error. The
criteria for selection of a multivariate discrimination
technology is operational utility and relevance.
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